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Abstract of the contribution: The document proposes to update Solution #1 for resolving ENs for BMCA.

1
Discussion

There are ENs to be resolved in solution #1 for BMCA.
There are various methods to implement BMCA in 5GS Bridge. Here are the examples and features.

	
	Centrlized Port Status Decision Unit
	Information delivery inside 5GS bridge
	Port Status Maintenance
	Announce message generation

	Method 1
	TSN AF
	Control Plane
	Each Port
	Each Port

	Metod 1 with alternative option
(Soltution #18)
	TSN AF
	Control Plane
	Each Port
	NW-TT

	Method 2
	NW-TT
	User Plane for Aggregation and Control Plane for Configuration
	Each Port
	Each Port

	Method 3
(Solution#17)
	NW-TT
	User Plane for Aggregation
User Plane for Configuration Implecitly.
	Each Port
	NW-TT

	Method 4
	NW-TT
	User Plane
	NW-TT
	NW-TT


The following EN is for Method 2 of BMCA.
Editor's note:
Whether NW-TT and DS-TT can send Announce messages only when there are chages including time out events and if there is a need for this optimization is FFS.
For BMCA, each TSN node sends Announce messages to its neighbors. When a TSN node receives an Announce message, from its neigher TSN node, it can locally calculate the ststus of the receiving port basd on the priority priority vector. A TSN node with multiple ports, the status of each port and priority vector need to be aggregated to make a centralized decision on the TSN node level. If the aggregation is done via User Plane, for each port to send the received Announce message to a central unit inside the TSN node may be a solution. On the other hand, for each port to send the changed Announce message to the central uniti inside the TSN node will do the same effects in terms of the central unit, because repeating the same Annouce messages from a port to the central unit does not make any differences. If a port detects a receipt timeout event for an Announce message from its neighbour, it means the port updates its local decision and the port priority vector. In that case, the change needs to be delivered to the central unit of the TSN node. The port may send an Announce message based on the previously received Announce messages for 2nd priority vector. The port may also send an Announce message that was expected to arriave with an additional field to inform receipt timeout event.
The following EN is for Method 3 of BMCA.
Editor's note:
It is FFS how a Passive port would learn the Port Priority Vector.

A Passive port also receives Annouce meesges from its neighbor TSN nodes. So the Port Priority Vector for the passive port can also be updated at the central unit. Each port may not keep the port status or Port Priority Vector. 
2
Proposal
The following change is proposed for TR 23.700-20.
*** First Change ***
6.1.3.3 BMCA procedure

One of the following alternative methods for the BMCA procedure may be implemented. The BMCA state machines required in IEEE 802.1AS [6] clause 5.4.1, may run in different parts of the 5G system.

Method 1:

When a NW-TT port or a DS-TT port receives an Announce message, if the Announce information is better than the current best master information it knows about (per clock domain), the port reports the Announce information to TSN AF using PMIC signalling. NW-TT and DS-TT also inform TSN AF if a previously reported best clock is not available anymore (determined based on lack of Announce or Time Sync messages from that clock). Based on the received Announce information and local information of 5GS, the TSN AF runs the PortStateSelection state machine and decides the BMCA port roles for the ports in the 5GS bridge as described in IEEE 802.1AS-Rev [6] and configures each port role (per clock domain) accordingly using PMIC signalling. The port that is configured to Slave role, receives Sync and Announce messages from a node outside 5GS and sends the Sync and Announce messages to other port(s) inside 5GS. The port that is configured to Master role, receives Announce messages from the port with Slave role inside the 5GS bridge, increases the stepsRemoved field of the Announce messages with one, replaces the value of sourcePortIdentity field of Sync/Announce messages with its portIdentity, and runs the PortAnnounceTransmit state machine to send Announce messages to a node outside the 5GS. When DS-TT port configured to Passive role receives a Sync message from outside of 5GS, it discards the message. Optinally, NW-TT and DS-TT with port(s) with Master role(s) can generate Announce messages based on information from TSN AF. In this case, Announce messages are not exchanged inside 5GS. (Details are described in Solution #X [S2-2005323].)
NOTE 1:
Depending on the solution to expose the time syncronization service, the BMCA port roles can be assigned either by TSN AF or NEF.
Method 2:
In this alternative, NW-TT receives Announce messages from any NW-TT and DS-TT ingress port (DS-TT forwards all Announce messages to NW-TT) and NW-TT runs the PortStateSelection state machine and decides the BMCA port roles.
For BMCA, each TSN node sends Announce messages to its neighbors. When a TSN node receives an Announce message, from its neigher TSN node, it can locally calculate the ststus of the receiving port basd on the priority priority vector. A TSN node with multiple ports, the status of each port and priority vector need to be aggregated to make a centralized decision on the TSN node level. If the aggregation is done via User Plane, for each port to send the received Announce message to a central unit inside the TSN node may be a solution. On the other hand, for each port to send the changed Announce message to the central uniti inside the TSN node will do the same effects in terms of the central unit, because repeating the same Annouce messages from a port to the central unit does not make any differences. If a port detects a receipt timeout event for an Announce message from its neighbour, it means the port updates its local decision and the port priority vector. In that case, the change needs to be delivered to the central unit of the TSN node. The port may send an Announce message based on the previously received Announce messages for 2nd priority vector. The port may also send an Announce message that was expected to arriave with an additional field to inform receipt timeout event.

Upon completion of BMCA, NW-TT reports the BMCA result to TSN AF using BMIC signaling. Based on this, TSN AF configures the port roles in DS-TT using PMIC signaling. If TSN AF is not deployed then NEF terminates PMIC and BMIC signaling, i.e. NEF receives the BMCA result from NW-TT and configures configures the port roles in DS-TT using PMIC signaling.

NOTE 2:
NEF terminating BMIC/PMIC signaling does not have any impact on PCF/SMF as existing Rel-16 functionality is reused for this.

Port roles of NW-TT ports are configured locally by NW-TT based on the BCMA result. When a DS-TT configured to Master role receives Announce messages from the NW-TT via 5GS user plane, it increases the stepsRemoved field of the Announce messages with one, replaces the value of sourcePortIdentity field of Sync/Announce messages with its portIdentity, and runs the PortAnnounceTransmit state machine to send Announce messages to a node outside the 5GS. When DS-TT port configured to Passive role receives a Sync message from outside of 5GS, it discards the message. If the NW-TT time outs to receive Announce message from the Slave port and has available Passive port(s), it selects a Passive as new Slave port and update port role(s).
Method 3:

Support BMCA via the interworking between the DS-TT and NW-TT:

-
When DS-TT received any announce messages from the port(s) of the DS-TT, if the message Priority Vector of the announce message is better than the Port Priority Vector of the received port, the DS-TT sends the received announce messages to NW-TT via UE.


-
The NW-TT/UPF learns the received port for the announce message based on the port number associated with the PDU session sending the announce message. The NW-TT determines the best grand master based on the received announce messages, the port number of the received port on the DS-TT(S) and NW-TT, and the System Priority Vector. If the determined grand master is updated, the NW-TT decides the port state and announce message for next hop accordingly.

-
If the port state of a NW-TT port is master port, the NW-TT forwards the determined announce message to the NW-TT port directly. For each DS-TT port which is a Master port, the NW-TT/UPF runs the PortAnnounceTransmit state machine to send Announce messages towards the PDU session associated with the DS-TT port. Upon receiving the announce message the DS-TT forwards it to the port associated the PDU session receiving the announce message and update the Port Priority Vector accordingly.

-
When DS-TT port configured to Passive role receives an Announce message or a Sync message from outside of 5GS, it forwards it to to NW-TT who discards the message. 
NOTE 3:
A Passive port also receives Annouce meesges from its neighbor TSN nodes. So the Port Priority Vector for the passive port can also be updated at the central unit. Each port may not keep the port status or Port Priority Vector.
Method 4:

Support BMCA process in NW-TT (Details are described in Solution #Y [S2-2005160]).

-
There is a BMCA function in the NW-TT. It run the BMCA state machine and keep all the ports state.

-
When the DS-TT port or NW-TT port receives the Announce message, it forward the message to BMCA function in NW-TT via U-plane.

-
The BMCA function run the BMCA state machine to qualify the message, determines the best grand master and determine the DS-TT port and NW-TT port state.

-
If the Announce message is reveived from the slave port, the BMCA function update the Auunoce message and send to all NW-TT ports which role is Master and all DS-TT ports which role is Master.

-
If the Announce message is reveived from a non-slave port, the BMCA discard this message.

6.1.4
Impacts on services, entities and interfaces

For synchronizing TSN end stations behind 5G System (NW-TT) with the TSN GM in the network attached to the device, the impacts on UE, SMF, PCF, TSN-AF and UPF are like the following.

-
The Ingress TT is DS-TT.

-
The Egress TT is NW-TT.

For synchronizing TSN end stations behind other UE(s) with the TSN GM in the network attached to the device side via 5G System, the impacts on UE, SMF, PCF, TSN-AF and UPF are like the following.

-
The Ingress TT is DS-TT of a UE.

-
The Egress TT is DS-TT of the other UE.


-
[Optional] The TSN AF needs to trigger QoS setup procedures in case the operator decides to follow the recommendation to limit the bridge residence time to 10 ms

-
The UPF needs to perform local switching for Sync messages without NW-TT interaction.

*** End of changes ***
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